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I K& TC3XX CACHE F1 OVERLAY IheE1¥#R
DETAILED EXPLANATION OF INFINEON
TC3XX CACHE AND OVERLAY FUNCTION

1 #ER OVERVIEW

FRWER AURIX™ TC3XX RIHIZEFIRE @ RER FA TR TS A S e Sz 18
FE, HEMBITRDEE T LM, hiexe (ISO 26262) MERLZEMHE K. 1ZRIIR
R TriCore™® M & 1%524, A THREHRSEITEN (RISC) ME#IELEITENL (CISC)
FUSFE, #E T 32 L RISC CPU. DSPzHE B LML AsMRIEFIaE, FH 1k 300MHz, WE
HSM (FEfFRefEth) |, 7 ASIL-D FMELSINENGEEREMIPTEREEZRE. &F
fEFRGIRIT L, TC3XX BIF MRS T &%F (Cache) HHIFEIEARIEE (Data Access
Overlay) #AR, BRBRATREBFRERLNERLIES FHEFRNENLETE.

The Infineon AURIX™ TC3XX family of microcontrollers is a high-performance, multi-core
processor platform for automotive electronics and industrial control, with an architecture
designed with real-time, functional safety (ISO 26262) and information security in mind. The
TriCore™ heterogeneous multi-core architecture combines the features of a RISC (Reduced
Instruction Set Computer) and a CISC (Complex Instruction Set Computer), integrating a 32-bit
RISC CPU, a DSP unit and dedicated peripheral controllers, with a main frequency of up to
300MHz, and a built-in HSM (Hardware Security Module), which provides significant advantages
in terms of ASIL-D functional safety certification and information security protection. The built-
in HSM (Hardware Security Module) provides significant advantages in ASIL-D level functional
safety certification and information security protection. In terms of storage subsystem design,
TC3XX innovatively integrates the Cache mechanism and Data Access Overlay technology,
effectively solving the key contradiction between real-time data processing and storage access

efficiency in automotive electronic systems.
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2 CACHE #&&#fiA CACHE OVERVIEW

TC3XX HIEFRE G A PCache(1§4 £ 17)M DCache($IE4ETF), Cache WEPAME &
Cache 12 Hla= F AR SRAM (Tag RAM. DATA RAM). 2%k 17(PCACHE)X F WS REXHY 2%
BEN, BHERNEFETUSE, ENEEFETANA 256 . H3RERFREIN R
B, ZHEEHSERTRERDERERE (LIRU) #1785, R SEEEN, ¥hR
KRB ARERNEFT. 7 ADAS ZRSFHIELELEPILNESEFHFE,

The cache system of TC3XX is divided into PCache (Instruction Cache) and DCache (Data
Cache), and the internal composition of Cache includes Cache controller and two SRAMs (Tag
RAM, DATA RAM). The Program Cache (PCACHE) adopts a two-way group-connected cache
structure, with two cache lines available in each group, and the size of each cache line is 256 bits.
For the typical bus access pattern of automotive electronics, the cache controller uses the Least
Recently Used (LRU) algorithm for cache replacement. Thus, when the cache is full, the longest
unused cache line is replaced. A high cache hit rate can be achieved in ADAS sensor data

processing scenarios.

SRI Slave SRl Slave SRI Master

Interface Interface Interface
Program Scratch Data SELH:'!:h Pad
Pad RAM — i
(PSPR) { )
/ Processor Core ./— ‘\
Program Cache | Data Cache
{PCache) (DCache)
AN j ./
Distributed LMU
Memory —_—
e - (DLMU)
Local PFlash Bank

(LPB)

-
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3 WNEXE#EA MEMORY SPACE OVERVIEW

TC3XX RAMHA 32 124, LU T —ML2EMELXNANBERSE. HRABEZEMRITR
DEERTURAEBF RGNS MR, DML IRER. BEPMNEREXASD
Bi&itiEs, 8FESAMEFERES (BFAGENEIERNT) . % RAM Rg (K SRAM,
£ /3 SRAM FIFEEF@E LT LIMU) IR A/B X, XFHEEXNFEREIXFART B8BTS
RIS, RBEESERPVIFEN T RENTEHEMTEN.

TC3XX employs an advanced 32-bit architecture, implementing a comprehensive and
sophisticated memory system. Its memory space design fully considers the strict requirements
of modern automotive electronic systems for high performance, real-time capability, and
functional safety. The entire memory system adopts a layered design philosophy, including non-
volatile memory (program flash and data flash), multi-level RAM system (local SRAM, global
SRAM, and Local Memory Unit LMU), as well as A/B banks. This multi-tiered storage architecture
not only ensures efficient data access but also maintains system security and reliability through

multiple protection mechanisms.

teoh, PR RZEREEH T UAERRMUAEER SN MFHERR. R RN FrE
CPUHZ T W EBNH, XEBHRERAIMIIIZIRE T IAHFTE TriCore CPU FIHEAML A £ 24k
FR&EIAE. SR, B NENLRE MPUFHERRIFBTD)REFT K, EETRBRENTS
EfEFIRRIP R BOFHESRXE. BEKR, MPUBRT=AFE2NRPAST sE2/\1
RERIFOED FRRFHERRXE(PSPR. DSPR), TN EN BT RERIEEHIEEN
fR; HRZ/N\DNEBRIPH DIMU(RIF s oT) X8, R FHFETERENNRIES)
RIER XA PFlash 7&K (LPB) AR RISz E IR B IUERE. XM T ER. ARENREF
ARGHHIANNREBT EBNRANERBEFAREAZFRNER, ERRERT RENBIELES
£,

Furthermore, all bus master agents can access identical peripherals and memories at
identical addresses. The system address map is visible and valid for all CPUs, meaning that all
peripherals and resources are accessible by all TriCore CPUs and other on-chip bus master
agents. Of course, the bus MPU (Memory Protection Unit) can be utilized to configure access
controls of different granularity to protect critical memory regions as needed. Specifically, the
MPU contains three main protection components: first, eight read-write protected scratch pad
memory regions (PSPR, DSPR), which can be independently configured for read-write
permissions for each bus master; second, eight read-write protected DLMU (Local Memory Unit)
regions, which similarly support master-based permission control; and finally, independent
master read enables for accessing the local PFlash Bank (LPB). This multi-level, fine-grained
memory system mechanism not only provides sufficient flexibility to meet the requirements of

different application scenarios but also ensures the security of system data access.
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4 Hb3tis ) ERLSTALH DATA ACCESS OVERLAY OVERVIEW(OVC)

TriCore W1ZHHY Overlay kR —MESXMNEIRIFRIEERVE, EARVPBIERF Flash.
T4 BIRER &= 85 EBU (External Bus Unit) B4 € SR ARIEEMEI B EFMHRT. X
EZEFMESITUREMEEEZ N MUE, BiaAMTFHS. (FEFMEs. EBU ZE
DPSR/PSPR fFffss. XFFIN— N EEFREEREEEESHEHE, MASEZmEM
B1E, AEENGTEERONASHREMMERL. XMRITRHINERTREERFETHR
HNSMEM Flash REFNIAFRESEHNGR, AXNERENSEABRNEERRRETR
HEHESRNABATR, BEIXMAR, ARAARTUEACHFHRAZEZTHERLT, KIXTX
BRI IMERNER, XERERBFEERTBNRARREZTFEFEEZENR ANE.

Data access overlay is an efficient data access redirection mechanism that allows specific
data accesses from the TriCore processor to Program Flash, Online Data Acquisition space, or
EBU (External Bus Unit) space to be redirected to overlay memory. These overlay memories can
be flexibly configured in multiple locations, including Local Memory, Emulation Memory, EBU
space, or DPSR/PSPR memory. A key feature of this mechanism is that it only redirects read and
write data accesses without affecting other operations, and performs the redirection without any
performance penalty. This design is particularly suitable for scenarios where test and calibration
parameters stored in Flash need to be modified dynamically during program runtime, providing
a flexible and efficient solution for parameter adjustment and data acquisition in real-time
systems. Through this approach, developers can achieve real-time modification and monitoring
of critical parameters without interrupting system operation, which has significant application

value in embedded systems with strict requirements, such as automotive electronics.

TC397xx By Overlay RGEm— M INsEsR A B RIENEIEFREE VG, ErRBEENER
Flash. OLDA =5MiF EBU Z[EINEIEAOEEREIARMVENBEFiEssT, BFEANMFH
#=(LMU). {hEff#E=s. EBU ={8]I K& DSPR = PSPR fFfifss. RFX TSIk AMB NE 74
RSB, B TriCore AZER L OJECE 32 4 Overlay B, B Overlay B AK/NE] M 32 F
TE| 128KB A%, SNXBET MR ERFERMNEN /N, FEXFFRTERGT 7
SEANRERNEFZ NN ERANEZER. RETRRETHEZGNURERTES, #R
BEBRESHIENHRE L HTT. FIESIENE, SMLESOERE T Overlay
G, XFRITRAMESTRENREENTAN, FEEBRHESMEANALENE
Ko

The Overlay function in TC397xx is a powerful and flexible data access redirection mechanism
that can redirect data accesses from Program Flash, OLDA, or external EBU space to overlay
memory in different locations, including Local Memory (LMU), Emulation Memory, EBU space,
and DSPR or PSPR memory. The system supports an overlay memory address range of up to

4MB, with each TriCore core capable of configuring up to 32 Overlay blocks, ranging in size from
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32B to 128KB per block. Each block can be independently configured for its memory location

and size, and multiple blocks can be enabled or disabled through a single register write operation.
The system also provides programmable refresh control for data cache, ensuring synchronization
between overlay operations and data loading. Notably, each processor core is equipped with its
own independent Overlay system, a design that greatly enhances the system's flexibility and

usability, enabling it to meet the requirements of various complex application scenarios.

T BT, X 0x8H ERE OxAH B AR &8T5 [0 #8< S ETE BUE B9 Overlay Bt f7ieE
LA, NTFEMHENXE, RESKGHIAS BREMUNOTAR)FHITILE, X MRALLE
FH OMASKx sl BKRE. R B LN OMASKx ARk E A 1 B, 1R Ayt fr
S5 5LE . BB B OMASK IEFAMIAI 5 OTARY HHFas RN NAEFRN, FTSiA
BB EER. XMYLEIFHRT BHNBU R EMRIENE SR ES .

As shown in the following figure, any data access to segment 0x8H or OxAH is checked
against all activated Overlay blocks. For each activated area, the system compares the address
bits with the target base address (OTARXx), and this bit-wise comparison is qualified by the
content of the OMASKx register. Address bits only participate in the comparison when the
corresponding OMASKX bits are set to 1. Access redirection is triggered only when all address
bits selected by OMASKx match the corresponding bits in the OTARX register. This mechanism

ensures precise address matching and flexible control of overlay ranges.

Original (Target) Address RABRx
! o[ [OM '
Seg 2| [Em OBASE (00000
| ] z |
I L1 1 1 [ 1 i |
! ' U | |
OMASKx I OMASKx | !
Base1 L
0000 ONEs z8RDs 0000 ONES ZEROs
| 41 | I
2 EESA —| comparison \—[ : |r l
I & Ta I I I iy |
OMASKx | &/ E Base1 Base? Offset
0000 A ZERCr o Redirected Address
N
OTARXx |
0000 TBASE : 00000 U
Destination
Address OVC_Address

7E TC3xx A, Cache # Overlay BNEC&F AR EEEFEMEMTEM., B, IT
BFZF(PCACHE) B WRFA BIMIRSIELIFENE, ik SE 7 (DCACHE) N F EZRIE
Overlay HRAFAZSRRGEE. W TMEHRERDEHL Overlay Xif, BIWHARE
FEMREHRRE, NTHEELNEFMNEEXE, TUEEERAZEFESBIER R REUE
FISCE M, EEIEREITE, NHBEME R MNEIERTER— Overlay R4, FEHRK/NR T
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BEXIFFE| Cache line, MIREEHFNE. WTE&HR, BMuOENIZEHIRIA Overlay
RE, BEEETHNENGRIET EMZEEFDNEEEENAEX . BN, &EiHT
Overlay #iEE#HN, FEIZMEM DMIRENEFRIFEE, #{R Cache MAFEIEN—E
Mo o, BNEIGENEIRCENS, ML Cache EHE Overlay 5055
R, Bt XLERIEN, TTIAFTH%AIE Cache F Overlay FYMEELE, BENRIERFZEN T E
8

In TC3xx chips, the combined use of Cache and Overlay requires comprehensive
consideration of both performance and reliability. First, it is recommended to keep the program
cache (PCACHE) enabled to improve instruction access efficiency, while the data cache (DCACHE)
needs to be flexibly configured according to specific Overlay usage scenarios. For Overlay areas
that are frequently accessed but rarely updated, enabling cache is recommended to improve
access speed; for data areas requiring real-time updates, cache bypass mode can be considered
to ensure data timeliness. Regarding data layout, frequently accessed data should be placed in
the same Overlay block, and block sizes should be aligned with Cache lines whenever possible
to improve cache efficiency. In multi-core scenarios, each core should have its independent
Overlay configuration, not only preventing mutual interference but also ensuring the
effectiveness of redirection functionality during data access by each core. Meanwhile, when
updating Overlay data, attention must be paid to using the cache refresh control provided by
DMI to ensure consistency between Cache and memory data. Additionally, necessary error
handling mechanisms should be established to address potential Cache synchronization or
Overlay access errors. Through these optimization measures, the performance advantages of

both Cache and Overlay can be fully utilized while ensuring system reliability.
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5.1 {#8E &% A9 Overlay ¥:X , Enable Overlay Block for each core.

CPUx Overlay Range Select Register

glffl:-: Overlay Range Select Register (oFBOO,) Application Reset Value: 0000 0000,
31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16
| | | | I | | SHO&EN_x | | | | | | |
w

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

1 1 1 1 1 1 1 r\lv 1 1 1 1 1 1 1
Field Bits Type Description
SHOVEN_x 31:0 w Shadow Overlay Enable - SHOVEN[x]

One enable bit is provided for each of the 32 overlay blocks.
00000000,,0verlay block x is disabled when OVCCON.OVSTRT is set.
00000001,0verlay block x is enabled when OVCCON.OVSTRT is set.

OVCENABLE
Overlay Enable Register (01E0,) Application Reset Value: 0000 0000,

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16

=“r 9 A

15 14 13 12 11 10 9 8 7 6 5 <4 3 2 1 0

OVEN5|OVEN4|OVEN3|OVEN2|OVEN1{OVENO

=r 9 A

w w nw w w w

Overlay $RXIEFF 2788 F1 Overlay IheeE e ZF =8, & core #3F 32 NI ELERY
overlay block, &4 block B &E F1 % 1] £ R B FF=8—1 bito

Overlay Range Select Register for each overlay block and Overlay Enable Register for all
cores. Each core has 32 configurable overlay blocks, and the enable and disable of each block

corresponds to one bit in the range select register.
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WENEM S B CPU & <3599 RAM Huflt, Select the redirected

address: The RAM address that the CPU will eventually access.

CPUx Redirected Address Base Registeri

RABRI (i=0-31)
CPUx Redirected Address Base Registeri  (OFB10,+i*12) Application Reset Value: 0000 0000,
31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 18
OVEN RES OMEM RES OBASE
rwh 1 v 1 1 I-'I..'I 1 } 1 1 r'I‘“, 1 1
15 14 13 12 11 10 9 8 T L1 5 4 3 2 1 0
OBASE RES
Field Bits Type |Description
RES 4:0, r Reserved
23:22, Reads as 0; should be written with 0.
30:28
OBASE 21:5 nw Overlay Block Base Address
Bits 21..5 of the base address the overlay memory block in the overlay
memaory.
If the corresponding bit in OMASK register is set to one, OBASE bit value
is used in the redirection address.
If the corresponding bit in OMASK register is set to zero, OBASE bit value
isignored.
Field Bits Type |Description
OMEM 27:24 rw Overlay Memory Select

Selects overlay memory used for redirection.

0, Redirection to Core 0 DSPR/PSPR memory
1, Redirection to Core 1 DSPR/PSPR memory
2y Redirection to Core 2 DSPR/PSPR memory
3, Redirection to Core 3 DSPR/PSPR memory
4,, Redirection to Core 4 DSPR/PSPR memory
5 Redirection to Core 5 DSPR/PSPR memory
6, Reserved

Ty Reserved

84 Redirection to LMU

9, Redirection to EMEM

A, Redirection to EBU

By Reserved

F, Reserved

OVEN 31 rwh Overlay Enabled

This bit controls whether the overlay function of overlay block xis
enabled.

This bit can also be changed when OVCCOMN.OVSTP or OVCCON.OVSTRT
is set. See OVCCON register description.

0z Overlay function of block x is disabled.

15 Overlay function of block x is enabled.
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HRRSH I RAMECE S 785, OBASE FERRATREREX B Eit. FEE OMEM
RAY/XEIRFRNEM £, MNEEBIFFRRZER, MU, DSPR F RAM X)X 5L
&,
Redirected Address Base Register, OBASE field is used to configure the base address of
the calibrated region. It needs to be offset from its base address based on the OMEM

type/region selection, and the configuration is supported for RAM regions such as LMU and

DSPR.

5.3 EE B AR#bdt: BD CPU 158 A 3B A DFLASH Hbilk, Select the target address: the

DFLASH address of the data accessed by the CPU.

OTARi (i=0-31)
CPUx Overlay Target Address Registeri (OFB14,+i*12) Application Reset Value: 0000 0000,

31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16

RES TBASE
" ' W
15 14 13 12 11 10 9 8 7 & 5 4 3 2 1 0
I I I I ITBASEI I I I I I I RES I
nw r
Field Bits Type |Description
RES 4:0, r Reserved
31:28 Reads as 0; should be written with 0.

EEEBERIEES TR TERENRESHEEZMRGT MU, 0x8h 3 OxAh FF3k
SEEIMAY Flash X35, %A PFlash. DFlash FETARZIRISMBE L BTt EBU 0]t BXAD
=18

Overlay Target Address Register, the main configuration is the need to remap the
address, 0x8h or 0xAh beginning range of the Flash region, such as PFlash, DFlash and the
previously mentioned external bus unit address, EBU can be selected to configure here.
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5.4 EE Overlay #RX 15 K/\, Select the size of the Overlay Block area.

CPUx Overlay Mask Register i

OMASKi (i=0-31)
CPUx Overlay Mask Register i

OFB18,+i*12
H

Application Reset Value: OFFF FFEQy

31 30 29 28 27 26 25 24 23 22 21 20 19 13 17 16
RES ONE OMAS
K
; r nw
15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
OMASK RES
1 1 1 1 1 ] 1 1 1 1 1 1 T 1 1
Field Bits Type |Description
RES 4:0, r Reserved
31:28 Corresponding address bits are not used in the address comparison.
Corresponding final address bits are taken from the original data
address.
OMASK 16:5 rw Overlay Address Mask
This bitfield determines the overlay block size and the bits used for
address comparison and translation.
[.]
“Zero” bits determine the corresponding address bits which are not used
in the address comparison and thus determine the block size;
corresponding final address bits are derived from the original data
address.
“One” bits determine the corresponding address bits which are used for
the address comparison; corresponding final address bits are derived
from RABRx register in case of address match.
000, , 128 Kbyte block size
800, , 64 Kbyte block size
C00,, , 32 Kbyte block size
FFE, , 64 byte block size
FFFy , 32 byte block size
ONE 2717 r Fixed #“1” Values
Corresponding address bits are participating in the address comparison.
Corresponding final address bits are taken from RABRx.

EMRFEBRSFSE, TERAXEEEERXE AN, £ 124 bit, NEFR, Overlay
BRANREER 289 n RAK 32 MEFH K/, SEERZM 32B F| 128KB.

Overlay Mask Registers are mainly used to configure the size of an overlay block, a total of
12 bits, as shown in the above figure, the overlay block shall only be 2 n times the size of 32
bytes, the range is from 32B to 128KB.
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6 OVERLAY IfigEFE XCP itk I BB APPLICATION OF OVERLAY IN XCP

PROTOCOL STACK

6.1 XCP X L& XCP OVERVIEW

XCP (Universal Measurement and Calibration Protocol) & AUTOSAR FI—MEEMFrA{L
hiliEER, FEATF ECU FONEMIrE. EXRAEMES, EFM{ TR (& CANape.
INCAZE) 1EAEWNL, ECUMEAMAL, XCPXFLZMBEARN, &FEHAMNIEET CAN FIUAMN
ERREZ TN

XCP (Universal Measurement and Calibration Protocol) is an important standardized
protocol module in AUTOSAR, primarily used for ECU measurement and calibration. It adopts a
master-slave architecture, where testing tools (such as CANape, etc.) serve as masters and ECUs
as slaves. XCP supports various communication methods, with CAN-based and Ethernet-based

transmission being the most used.

XCP BRI O INEE B FEEIENE . A4 irE. BIEXE (DAQ) . NEFEEBEMEERT
H%E, TRELNIEE ECU AFEE, BHRESH, FXFHsRHIERE. £Xe M|,
XCP Rt 7 ZREARMRARPIE, SEFERI. DAQ RIF. HERIPFMEIEFIRP, R
ECU BIEMZ M,

The core functions of the XCP module include data measurement, online calibration, data
acquisition (DAQ), memory read/write, and program download. It can monitor ECU internal
variables in real-time, modify calibration parameters, and support high-speed data acquisition.
In terms of security, XCP provides multi-level protection mechanisms, including calibration
protection, DAQ protection, programming protection, and data access protection, ensuring the

security of ECU operations.

HEKFRR AF, XCPHERTZNATARAFEFARNEZINER, Hl2EECUFL. Wik
MREIRET. EMEEETIELNED BRTARIRENFREN, EXHRIANE
BRI, SEBHEAEMENE K. FH XCP HEEIRAERERE. FEILMAMEX.
BREE—ZM, HIEIRTERWEFEER. 2K, XCP BRERANRREBFHALKFART
HRMNTHE, EBEERSTRIRMNABER.

In practical applications, the XCP module is widely used in multiple stages of automotive
electronics development, especially in ECU development, testing, and calibration processes. It
not only provides standardized interfaces ensuring compatibility between different tools but also
supports flexible configuration options to meet the requirements of different projects. When
using XCP, attention must be paid to reasonable resource configuration, real-time requirements,

data consistency, and bandwidth limitations. Overall, the XCP module is an indispensable tool in
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modern automotive electronics development, significantly improving development efficiency

and test coverage.

6.2 SNMARLEHY XCP il 4% = 5 OVERLAY ThEERIEZS XCP MODULE OF ZC.MUNIU
WITH OVERLAY FEATURE

HMMARLE = BE LWMEFS AUTOSAR R20-11 #ISEEY XCP N IhEE, FH AT & TC3XX
FTErnBENMNA. rEMERE, B TERMER, BB ENIFRERBFFLR
IR FFRES K, HEEFISRTR BRANE, BREALEE.

ZC.MuNiu Basic Software Platform has realized the functionality of XCP Module in
accordance with AUTOSAR R20-11 specification, and has completed the transplantation and
application on TC3XX platform. The measurement and calibration performance is stable and easy
to integrate and use, which can effectively support the debugging and calibration needs in
automotive electronics development, and help controller development manufacturers to

improve efficiency and reduce development difficulties.

Data Access Overlay RE LM AR Z —EEN BEMRER . fREIREFAMARLE XCP il
HHEARRAEAERMET X ECU WEB memory MIRSHLH. FIFIEMRIET F7E R G T UM
RAM mriEERWME, BIM&E(measurement); BiFE/RIE T FRER G0 X RAM HHFREE
HITEEE R, RIFRIE (calibration),

In practical applications, one of the most common uses of Data Access Overlay is for
calibration functionality. The XCP protocol used in ZC.MuNiu XCP Module essentially provides
users with a mechanism to read and write ECU internal memory. Read access ensures that the
calibration system can read observables from RAM, known as measurements; write access
ensures that the calibration system can modify the values of calibration parameters in RAM,

known as calibration.

Target Memory
Address (Flash)
Match &
Redirection
Data access 1'/‘} o| Target Address Overlay
""""" * Block
K)\ Target Base Addrass Size
<
H\\‘\
™,
\,
\K_‘ Overlay Memary
. (RAM)
.,
\\ Redirected Address Owverlay
Y Block
" : Size
Redirected Base Address

OWC_Redirection
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Flash K47 E HIEAIEBURTE:

1. EESERXNE N Overlay B X B9#I 88 10 FH F 88 T ZEIR AR E A94% A9 Overlay 1]
B8, FIERIEFEY Flash ARE X EIRHI A 1L #% ILE Overlay BLEHY RAM X

2. FRER, {15 ECU MHRE 2/ B SLFREER = RAM 89 Overlay Block X1

3. FMRELERE, BiF LM THE, 0 CANape, HmIREHFH HEX X, RIS
FLASH fr 2 BB D3t Flash R S # MRS

The procesure of Flash calibration parameters:

1. At power-on, the initialization of the Overlay function for each core is needed, and the
data located in Flash calibration area will be initialized and copied to the specific RAM
area mapped by Overlay.

2. During calibration, the CPU's access to the calibration data operates on the Overlay Block
area of RAM.

3. In the end, through an upper computer tool such as CANape, a calibrated HEX file will
be generated and programmed into the FLASH to complete the entire calibration process
of the Flash parameters.

6.3 =F ZC TC3XX AFEHuH S E £ = 5 MORE PRODUCTS AND FEATURE OF

ZC.MUNIU BASIC SOFTWARE PLATFORM

>

>

>

>

& AUTOSAR R20-11 frAx Compliant with AUTOSAR R20-11 version
ARTOP ZE# FNAECE TR, &SEHE AUTOSAR R20-11 RRA

ARTOP architecture upper machine configuration tool, compatible up to AUTOSAR R20-11

version

Z 1232 E & % Muti-Core Operating System
B Communication Protocol Stack (CAN\LIN)
2 Wil % Diagnostic Protocol Stack (UDS\J1939)

M 25 & I8 Network Management (OSEK\NAUTOSAR)
FRE MY % Calibration Protocol Stack (XCP\CCP)

F &MY F% Storage Protocol Stack

fn# &R Cryptography Module (CRYPTO)
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> BRIEFNEFIFF & Custom Development of Complex Drivers

> T #EBRS Engineering Services

6.4 FNMALE B R4 72 SRR3R 49 ZC.MUNIU BASIC SOFTWARE ARCHITECTURE

Application

1/O Hardware AUTOSAR LIB
Abstraction

Com AUTOSAR NM c
ETH Com Complex
Drivers(CDD)
i Safety
Frame
SBC DRV
BCCIC
DRV

=

H

Microcontroller Abstraction Layer(MCAL) External Driver(EXT)

Adc DRV Base DRV Can DRV Crypto DRV Dio DRV Dma DRV —
Fee DRV Fls DRV Gpt DRV lcu DRV Lin DRV Mcu DRV
Port DRV Pwm DRV Spi DRV Iwdg DRV Wwdg DRV LinTrev -

Microcontroller(MCU)

FNMA A ELRBER (4 5 2849

ZC.MUNIU BASIC SOFTWARE PLATFORM ARCHITECTURE

ATHEEFANARIB®R, ReEMRETany RYE AEMREFEXAT &
MERTEEN, FALATEEIR. TAUREARAEFER, AEETR A& ER
MEETE TTAMEERDXM BEMNEEXHEMEI TEHRT.

To meet the diverse project requirements of customers and enhance the scalability of the
basic software platform, the MuNiu basic software platform has implemented the configurability
of each module and has also developed a configuration tool. Customers can complete the
configuration of each module according to different needs on the configuration tool, generate

configuration code files, and integrate the generated configuration files into the project.
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AEEMBEHEELENEETEEET Eclipse ¥4, FET ARTOP 2243, LI AUTOSAR

HREVED ARXML AT, BRT AUTOSAR $RE EXBIRERZ SN, EX#F OEM H Tiel | 2K
FAxECHER, EESHE, TAEREMERNEER,

ZC.MuNiu basic software platform configuration tool is based on the Eclipse platform and
is built on the ARTOP architecture, which implements the parsing of the AUTOSAR model and
ARXML. In addition to the modules defined by the AUTOSAR standard, it also supports OEM and
Tiel manufacturers to develop their own modules for secondary development. After the

configuration is completed, the configuration code for each module can be generated.

AEAEML. MEKML., BRANKEST, ETERMHREES, BREEEMNESR,
BREFREHAMGEE. Fa. SRUNEMBRATENEXER.

In the major trends of electrification, connectivity, and intelligence, the number of
automotive electronic and electrical components is increasing. The electrical structure is
becoming more complex, and the development cycle of the vehicle is continuously shortening.

Basic software plays an increasingly important role.

FMMBH IR SRR M ERS, WIRMHAT S ASPICE Level 3 RIEMINBE L £ ASIL-D &
SKEIEH SS B IBESCIL M P& BRSS, SBC i . BCCIC i & FhE 2L IR BNk 14 A9 3 11 FF
XK. BN, SEMMNRHITIGER L M SafetyFrame, T RUHENRERZEE K.

ZC provides development services comply with ASPICE Level 3 processes and functional
safety requirements of ASIL-D. ZC also provides customized complex driver software for SBC
(Safety Control Board) chips and BCCIC (Battery Cell Control IC) chips. By integrating ZC's

functional safety product SafetyFrame, the requirements for functional safety can be satisfied.

MBI ESE AUTOSAR FEBANFRMYBiOEAR, RERBIAGZR, REH,
WER, AR,

ZC has the core technology of the AUTOSAR basic software and can provide on-site support
with high quality, fast speed, and low cost.

=
B EBRAE AT BT A S

To Be the Global Leading Automotive Basic Software Company
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