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1 #EiA OVERVIEW

MMARG TR E SBC RIIR MG EAITEMMNRIK B TR RN HEZE PIEREERN
System Basis Chip (SBC) F&4L# 4/~ m, EEARE K SBC & h . AFMIATHETE
£ FS26 A% SBC LMWL ENABTR. BARBEFNR . ARG mUEBHRSGLE
mANER M TR MR BRI MBI E P T, WEREREF K.

The ZC.MuNiu Functional Safety SBC Series Software is designed to establish ZC
Technology's independently developed System Basis Chip (SBC) platform software products
that meet customer functional safety requirements, compatible with SBC chips from various
manufacturers. This manual details the functional safety application solutions and software
architecture based on NXP's FS26 series SBC. This software product enables system engineers
and software engineers to rapidly integrate it into customer products, fulfilling functional safety
requirements.

NXP FS26 —fKE&EM T ZMFFXRRNIRERR (Switchers) | £ MfRE#RR (LDOs) . SibIK
zf) (HSDs) . {KiA3K=N (LSDs) MK ZEHEZENEMEMRBFEEE SR . HiRITHE I1SO
26262 ASIL D FR A7, 2HME T —RIREEIES . ADAS. MXFXENHRNERIERE,

The NXP FS26 is an automotive-grade power management IC that integrates multiple
switchers, LDOs, high-side drivers (HSDs), low-side drivers (LSDs), and comprehensive safety
features. Designed to meet the ISO 26262 ASIL D standard, it is an ideal choice for next-
generation critical applications such as automotive domain controllers, ADAS systems, and

gateways.
A= SRIN T B FS26 i B SR EIRENThEE B A

o ZIREREEEIE,
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The FS26 chip software driver functionality implemented in this product includes:

* Multi-channel power supply output management;

» SBC state machine control, low-power control, and wake-up management;

» Output voltage diagnostic management;
* SPI communication processing between MCU and SBC;

* SBC on-chip ABIST/LBIST self-test management;

* Watchdog management;

* MCU error monitoring management;

» SBC off-chip secure shutdown path processing.

2 R FH%uE; APPLICATION FIELD

SafetyLibrary ATy BT B INeE L FR

BRAYIES =R BN

The SafetyLibrary can be applied to controllers that require functional safety levels.

For example:

> EBAIETES
Motor Controller
> HMEERLBMS)

Battery Management System
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KERZNH
Chassis System Applications
> HEIREEFIESC)
Electronic Stability Control
> HE1B 1% 1E(EPS)
Electric Power Steering
> ReE|EMNEZRSIEMNH
Chassis Domain Line Control System Applications
> EKHR
Radar Applications
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3 T HE%%#F TOOLCHAIN SUPPORT

fic B #/1& Configuration Environment

Hardware (Chip) S32K3-FS26

Compilers Supported S32 Design Studio for ARM(2018.R1) . IARv8.40.1

Lauterbach (Trace32 R.2018.02)

D
ebugger Isystem (IC5700)

Configuration Tools MMAF BEETAV5.10

Configuration Environment  Win10 64bit

4 F&E5 DEVELOPMENT BACKGROUND

BRI, AELMBEFESEMEREER, WAFEFNTEHERBEKES, A 7TH
BRENZEMTR, AENRReBEUZINEN, REERE KAXELEINZI
BEL 2 IFRA 15026262, H A, 1SO 26262-5(2018) Clause 8 M4BT 2 MEE: Single-point
fault metric(#2 S A& E &)F1 Latent-fault metric(BAEEE). RIBAE ASIL FHREK,
BRifEEEMBRNEEERTELZHENNFR,

Currently, the electronic and electrical architecture of automobiles is becoming increasingly
complex, and the safety requirements for automotive electronics are also rising. To meet the
safety requirements of automobiles, functional safety is gaining more attention. When it comes
to functional safety, the first thing that comes to mind is the functional safety standard ISO 26262.
In particular, ISO 26262-5(2018) Clause 8 introduces two metrics: Single-point fault metric
(single-point fault metric) and Latent-fault metric (latent fault metric). Depending on the
required ASIL level, the single-point fault metric and latent fault metric must meet the

corresponding levels.

XFHIEHIRRMCU, IXTERMCU), EBETFESREZH, EH SEooC(safety element out
of context)i#fTRITH 4. MCU ATHEMNEREMN 2 MNEEEKR, FELIHENNZE
fll. M=EyE o] DR REAFMRAERP, MCU B Saflib B2 XN EH R4 LHNZE
L

For microcontrollers (MCU, referred to as MCU below), within the electronic and electrical
system, they are designed and developed as SEooC (safety element out of context). To meet the

aforementioned metric requirements, MCUs need to implement corresponding safety
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mechanisms. These safety mechanisms can be allocated to both hardware and software modules.
The SaflLib for MCUs is the implementation of safety mechanisms allocated to software.
ASILB ASILC ASIL D
Single-point fault metric 290 % 297 % 299 %
ASIL B ASIL C ASILD
Latent-fault metric 260 % =80 % =90 %
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5 INREFER FUNCTIONAL DESCRIPTION

5.1 &%= Product Feature

1: SAFETYLIBRARY-FS26 {442 {94ER]
FIGURE 1: SAFETYLIBRARY -FS26 SOFTWARE ARCHITECTURE DIAGRAM

> WEAEREFNEME AUTOSAR Hr

Can be integrated as a complex driver into AUTOSAR .
> TIEREIIE AUTOSAR B4R T, RIEER

Can be integrated into non-AUTOSAR software architectures.
> BREM: B NXP-SAF AT LIEIA ASIL-D &3k

High Safety: It can achieve up to ASIL-D requirements when paired with SafLib.

5.2 SPI FHiM#EK = 5m R SPI Periodic Failure Monitoring and Response

ARIRESKIL T MCU X FS26 M ES). BN ERIEE. MCU XEEREE (% 10ms)
WIS SPI £ O FS26 MRRIRSF FHRE, MMKRUNBE EEERE . &, FtHE
=, BEBREFWE, HIRERESERZBRITHEN NS EE.

This feature enables the MCU to perform active, periodic health checks on the FS26. The
MCU reads the FS26's fault status register set via the SPI interface at fixed time intervals (e.g.,

10ms), thereby detecting faults such as voltage monitoring anomalies, overheating, watchdog
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errors, and communication failures in real time. Based on the severity level of the fault, it

immediately executes corresponding safety measures.

5.3 IS HERIE Software Implementation Process

1. MnhE: EE FS26 WA RN, BIEIRESIHI(FAILB). BHEIFBEMES.

Initialization Phase: Configure FS26's watchdog mode, fault alarm pin (FAILB), and enable

each power channel.

2. ERESMA: B MCURSSRRIERS: (RTOS) ER = FMkSER (ISR) M
A BEEES.

Scheduled Task Triggering: Periodically initiate monitoring tasks via the MCU's real-time

operating system (RTOS) timer or interrupt service routine (ISR).

3. SPIBESEE: MCU &2 SPI BRI,
*BEFRE,

$ABX FAIL_STAT_1, FAIL_STAT_2, DIAG_STAT %

SPI Communication and Reading: The MCU initiates an SPI read sequence to acquire critical
register values such as FAIL_STAT_1, FAIL_STAT_2, and DIAG_STAT.

4. BIERESEYT XI SPI R
=

TCRC KRR, MARBETEN, BEMRTFEHRIRSAL

Data Verification and Parsing: Perform CRC checks on SPI data to ensure communication

integrity, then parse register flags to identify the fault source.
5. HEMA . ARIEFUR VAR A KA, HATHENIRE.

Fault Response: Execute corresponding actions based on predefined fault response
strategies.

5.4 HEDPNm R KEE Fault Graded Response Strategy
W ELR A1) Fault Level M &7 SR B& Response Strategy

HfE 75 Fault Examples

Level 1 BERS M UV/OV . BfF | LXK DTC
CRC A1 Record DTC
Transient UV/QV events,
communication CRC errors
Level 2 KHA/ 5k A M= L% DTC. RFEIIREER

Long-term/Permanent

Failure

Record DTCs, System

Function Degradation
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Level 3 KEHERR, AZBERH | L% DTC. F1ERNA
= Record DTC, stop feeding the

Critical power supply failure, | dog

kernel self-test error

E 1F1EMRY (Stop Feeding WDG) #l#]: XEHRSRFNKMFLEME. X MCU HUNETTELE
AUE AR BB, K EENEIERIFT FS26 MBI, FS26 BEBREEMMTREGREMEY (Nfhk
SREM) |, BRAGEFHACHHNRERTS, XEXRALEVFIRIEAIRE.

Note: Stop Feeding WDG Mechanism: This represents the highest level of software safety response.
When the MCU detects an unhandled critical fault, it proactively halts the refresh of the FS26 watchdog
timer. Upon timeout, the FS26 automatically executes its hardware safety response (e.g., triggering a
chip reset), ensuring the system forcibly transitions to a known safe state. This is crucial for achieving

independence of the safety mechanism.

5.5 ABIST B#Ih8EIKzh 5128 ABIST Self-Test Function Driver and
Diagnostics

5.5.1 ABIST ZhEE &I/~ ABIST FUNCTION OVERVIEW
ABIST (Analog Built-In Self-Test) = FS26 RAEBAEIIIERBETIEE, BT RENSA R

FRAY R TEER S o

ABIST (Analog Built-In Self-Test) is an internal self-test function for the FS26's analog

module, designed to detect potential defects within the chip.
> ABISTL: REBK, FENE BEORER.

ABIST1: Rapid self-test with short duration, covering core modules.
> ABIST2 (ABISTOnDemand) : EEE#, K, FEELIBELR,

ABIST2 (ABIST On Demand): Comprehensive self-test with extended duration, covering all

modules.

5.5.2 B#&fil % 5K H§ SELF-TEST TRIGGERING STRATEGY
> Baiafe (gnition On) © FiH LB, ENITEINER, #HITXEEM ABIST2 B
1, AR FS26 FIRIRASIEE
Ignition On Self-Test: Upon vehicle power-up, a comprehensive ABIST2 self-test is

performed before executing primary functions to ensure the FS26 is in a normal initial state.

> FEfAMBER. EXEWmsTHE, SE—E8E (W24 /hE) SERESET (WEHREE
1F) fim%& ABIST1 HRIEB4, LIMEfTHHIEZLKIZHT.
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Periodic Self-Test: During vehicle operation, an ABIST1 rapid self-test is triggered at

regular intervals (e.g., every 24 hours) or under specific conditions (e.g., when the vehicle is
stationary) to enable online diagnostics while the system is running.

5.5.3 BT EE R4 IEHRFTE SELF-TEST EXECUTION AND RESULT HANDLING
PROCESS

> 1EKRB: MCU BT SPI [ ABIST £ ZEREANEEGSFI BB,

Requesting Self-Test: The MCU initiates the self-test by writing a specific command

sequence to the ABIST control register via SPI.

> Z1E5ER MCU ZEIRZ 43 t ABIST1 5 t ABIST? B}ja], %18 DIAG STAT.ABIST DONE &
AL,

Waiting for Completion: The MCU delays for either t_ABIST1 or t_ABIST2 duration, or polls
the DIAG_STAT.ABIST_DONE status bit.

> IR B#5EA/E, 1B DIAG_STAT.ABIST_PASS fi.
Verify Result: After self-test completion, read the DIAG_STAT.ABIST_PASS bit.
> HERANIE:
Result Handling:
B BT (PASS) | RGHEIEEIETT
Pass: System continues normal operation.

B K (FAIL) © W ATEFEMHREET. MCUBIEERESILERLN DTC, H AT
Level 3MINY ({ZIEMRY) |, SISESGHANZEIRE.

Fail: Indicates a critical hardware fault. The MCU logs the highest-priority DTC and
immediately executes a Level 3 response (stop feeding the dog), transitioning the system to a
safe state.

5.6 FHi1HAIIEENE Watchdog Function Overview

AT AETARSNN? RESETEEAHAFNRGSZEEMINTIEZNTm, Tt

CRELFEANEZFIEHMG, £TRERRNES, &K ECU RIRM4HF T sEE M5
ﬁBEE@é:F% SmRERREEENTE, MNMSBEFBECHE TN AR, LHOREE]
[ EE FEoNEINMARGEE MV ERIEEBFEREEER,

Why is the watchdog necessary? The reason is that the software running in the hardware

world will be affected by a variety of external factors, such as: many parts and components used

MBI E B o Page 9
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in the car, in view of the harsh environment of the car, all types of ECU software may be subjected

to such as external electromagnetic interference, high temperature and other environmental
factors, which leads to the program “fly” or “dead” phenomenon, at this time, if the existence of
the watchdog can actively trigger the system reset mechanism to ensure that it can be used
normally again, rather than just watch being watched. “crash” phenomenon, at this time if the
existence of the watchdog, you can take the initiative to trigger the system reset mechanism to

ensure that it can be used normally again.

BEEERANEREAENENNEERAEELEFERSS, XMTABERMBIRK
"R¥", W% watchdog iIERMBNSIAXRFER. BHEITH—RE—RENNTH, BB
EEEENEENERFEGFRAMRFTESESET. & FERE NXP F—K SBC i&hH, 1%
SABMRET BRI, EEANTE MCU @il SPI #H1TE 1AM R IR R E:

Watchdog in use when the software must be in the specified time interval to send a specific
signal, this behavior is figuratively known as “feed the dog”, so as to avoid watchdog timeout
triggered by the system reboot. Hardware watchdog is generally a specialized chip, which
monitors the circuit voltage and current and other indicators to determine whether the system
is operating normally. In the following figure is a NXP SBC chip, the chip provides the watchdog
function, when using the MCU through the SPI watchdog initialization and feed the dog

FS26
II LoAD |
INTB
I
M oor | vDDIO
| I |
mcu
Loo2
VPRE SPI |
VREF ADG
——————————
o H
Wake up sources [ ]| TRKI H ANALOG
(GPIOx, Wakex, SPI, SENSOR #1

1

1

I

Iohg duration timer) TRK2 1 ANALOG !
WAKE L e j ! !

sensor#2 | |

I

I off board domain

__________

FCCU1

FCCcu2
RSTB

Analog and digital
nnnnn toring

’ FAIL SAFE
STATE MACHINE

FS0B ACTUATORS
FsiB FOR
SAFE STATE

22a-045446

Figure 4. Example of application diagram (with VBST as a front-end regulator)

20 SMEIERAER]
FIGURE 2: EXTERNAL WDG MODULE
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6 Ei1EMUIRNZE INTRODUCTION TO THE WATCHDOG PROTOCOL STACK

EREFRFRGEF, MRS (Functional Safety) Mtz BiREBERAMNRITHR
&, PFIEEBEFESREHESBNWASHERM =K. WdgM (Watchdog
Manager) {EJ5 AUTOSAR FrfE R AR BL B, HiRIT™4&:875 1SO 26262 frf, i@
HZERARE. REFRENFISKHEARRE ASIL (Automotive Safety Integrity Level) 24§

AIE K.

In automotive electronic systems, the core objective of Functional Safety is to prevent

personal injury or property damage due to electrical and electronic system failures through

systematic design and safety mechanisms. WdgM (Watchdog Manager), as a key safety module
in the AUTOSAR standard, is designed in strict compliance with the ISO 26262 standard and

meets the requirements of different ASIL (Automotive Safety Integrity Level) through multi-

layered monitoring, fault tolerance and recovery mechanisms. The WdgM (Watchdog Manager),

as a key safety module in the AUTOSAR standard, is designed in strict compliance with ISO 26262

and meets the requirements of different ASIL (Automotive Safety Integrity Level) through multi-

level monitoring, fault tolerance and recovery mechanisms.

WdgM BEFEZHZ Supervised Entity(SE) 1 CheckPoint(CP) .

The main parts of WdgM are the Supervised Entity (SE) and CheckPoint (CP).

SE : &—)> SE I IMF Alive . deadline . Logical ZFERMNKEFR [ Logical
Supervision 43 AT, FE—4 SE AEHBFREE. B SE AFMNEFREE] .
— SE T UE—NEE. — MR —MESS

SE: Each SE can have three forms of supervision: Alive, deadline, and Logical [Logical
Supervision is divided into two types, program flow supervision within the same SE and
program flow supervision within different SEs]. A SE can be an algorithm, a function, a
task.

Check Point | ATEARPARNEETRX, TUET THN—MHZMEETTH

Check Point : Used as a way to differentiate between different monitoring methods and

can belong to one or more of the following types of monitoring methods.

MBI E B o Page 11



5?5 S FMBE 5 FTE A

A0 M B B Easy to know Easy to do
6.1 FEHINHZ Alive Supervision
HFFRETE: SMBETTASEI WdgM R Alive Supervision laf=#1E, AT k= EH

MR Task;, WdgM iRHBISITEEFEITREE S BT, ,\F'ﬁﬁﬁéﬁ(ﬁaﬁﬁu)‘
TR, MRBHAESEE, U AERERARE WdgM EEESIE R S S lE.

Program Flow Monitoring: The external watchdog implements the WdgM module's Alive
Supervision monitoring mechanism to monitor periodic Tasks; the WdgM module calculates
the number of checkpoints that occur while the program is running and compares it with the
expected value (configuration information), if it is out of tolerance, it is considered as a
violation of the program flow, and will be recorded as a Checkpoint Fault by the WdgM

module. The WdgM module records this as a checkpoint fault.
I AEB 121k Task A9 Alive Supervision 2445 :
Example of Alive Supervision for the AEB module Task:

CP:
EAI=4
SRC=5
Min=0

Max=0 S ocp (=3 E T cp
Ll 20ms : 5 5

Wdgh Period — - ;

AEB Task Period o 2pms 4

- 100ms
Supervision reference

cycle

Number of alive
indications per
supervision cycle 5

3. ALIVE Kz 7R1l
FIGURE 3: ALIVE SUPERVISION

WdgM 898 EHAS 20ms, AEB 1Rtk Task BYEIEA 25ms, #NE 6.21 Frors, Bo & K%
EfAH 100ms, BP: 7 5 WdgM_MainFunction X [g], CheckPoint ZJiA&E 4 3- 5/\jJIE
Fo WRRERREAE 3-5 Z[E WdgM EEHRIA AN E] AEB #RIR Task (IEHRE, B
183 & 6.20 AT R MRS ELHE R B A IRIIE K 248 PMIC #RER, PMIC REER{Z 1E PR, % E
JaRRIaER (BRES[E) 64ms*3) f&, fbAENL.

The call cycle of WdgM is 20ms and the cycle of AEB module Task is 25ms, as shown in
Figure 6.21, the monitoring cycle is configured to be 100ms, i.e., the number of CheckPoint
arrivals in the interval of 5 WdgM_MainFunction is 3-5 as normal. If the number of occurrences

is not between 3-5, the WdgM module will consider that the cycle of AEB module Task is
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detected abnormally, and at the same time, it will transmit the request of not feeding the dog

to the PMIC module through the dog feeder data stream shown in Fig. 6.20, and the PMIC
module will stop feeding the dog, wait for the timeout of watchdog dog feeder (timeout time
of 64ms=*3), and then trigger the reset.

6.2 &L K8 1532 Deadline Supervision

Deadline Supervision BEXFREERBEFZITHNE, SRS EEHRPEFNITHEE.
MR A EERA Check Point Z [BiE1THIRS ) . BAEEEWAT @ & WdgM HEE Deadline
Supervision B E Check Point. Z53R Check Point. &/\\BF{E])[TIBRFIE AR B[ IBR » FEIBfT
Z#24h Check Point B 25 Deadline Supervision, FKEXZR LR ], EiE{TEI453 Check Point
B, RERGHE, TEETHEEERESETEN.

AR D WA CPETHERR SE, M CP AEEMRRF .

Deadline Supervision is concerned with how long a program is running, whether it is too
long or too short indicates that the program is executing abnormally. The abstraction is to
monitor the running time between two Check Points. The algorithm is as follows: Configure the
Start Check Point, End Check Point, Minimum Time Threshold and Maximum Time Threshold of
Deadline Supervision in WdgM. Start Deadline Supervision at the Start Check Point, get the
system time, and at the End Check Point, get the system time, and calculate whether the

runtime is within the reasonable range.
Note: Two CPs belong to the same SE and two CPs cannot be the same.

6.3 B3 E#F Logical Supervision

Logical Supervision FZ A TSN ARFNETINFEEER, SHFE& SE RMANZETT
BRIZHIMEE, F1SE ZEIMERRERE

Logical Supervision is mainly used to monitor whether the running order of the application
is correct or not, including the checking of the local running paths of each SE, and the checking
of the global paths between SEs.

EEUNfEFIRIR:. 1->2->3 >4 NnFET. BFEETE LN, REZEEIF N
BITEINR, BITE 2 HUEERF—NEAARY check point REEFA 1. HXKEERDBH

A \ZIEﬂE’\JéLl?TJCﬁJﬁf S5iB8z BETIiFEERE. SEFU1L->2 -> 4 NIFEiT
B, BT 4 SR EZIREFHEE, FoX Logical Supervison BY SE RS,

Let's say the program runs in the order: 1 -> 2 -> 3 -> 4. When the program reaches 1, it
checks to see if it is the first point it should run to, and when it reaches 2, it checks to see if the
previous check point reached is 1. In turn, the program checks to see if the actual running

order between the two neighboring points matches the running order between the
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configurations. When the program is run in the order of 1 -> 2 -> 4, a program error is

checked at run 4, and the SE status of the Logical Supervison is changed.

SE context OS Scheduler context

’ WdgM_CheclkpointReached() . WdgM_MainFunction()

\

increment Alive (5

E
Indication Counter of o e\ach ZE
Checipoint — E———
\‘—ﬁ‘_/’ T ( Aive )
\ ive Indication
Covin Coonters: . 1 => Supenvision
\_ofSE_J
Supervision
\__ofSE Al
I | Result of each Alive
’ | Result of each Deadline Supervison of SE
Ve Supervison of SE | (comectincomect)
Logical | (comect/incorrect)
Supervison \‘\
\_ofse . s
™S\ S :
Result of each Logical | Determine the Local Supervison
Supervison of SE Statusof SE
(comectincomect)
7
\l
{\ Local Supervison
(./‘ Status of SE (=ate)

\

(Dﬂtrmmo Global Supervision Status

¥

Global Supervison
Status (state)

v
‘ Handle erors '

v

~
Set condition for HW watchdog
wggenng

\/
®

\

4. WDGM M1k
FIGURE 4: OVERVIEW OF WATCHDOG MANAGER SUPERVISION

7 HMARENZ Introduction to ZC MuNiu

HMMARGEE TEET&H ARTOP 2244, X Hr&#T AUTOSAR R21-11 fRAEPTIR A B
T4 F, 1RIE AUTOSAR AR TT AR EX ECU BT, ST MEE . BWIFRRMAE K
B ECU BLESRTEMNINGE. TEMBTMUREIUT/LANTE: BE. BIEMRBERESR
RIS, =BT AUTOSAR AL A ET ECUREMBRMFALER,

ZC MuNiu configuration tool is based on the latest ARTOP architecture, supports the latest
AUTOSAR R21-11 standard provided by the basic platform, according to the ECU
configuration steps defined in the AUTOSAR development methodology, realizes the ECU

configuration from the configuration, validation to the code generation of the whole process of
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the function. The main advantages can be summarized in the following aspects: the realization

of the whole process of configuration, verification and code generation has completely realized

the development requirements of the ECU configuration stage in the AUTOSAR development
methodology.

THEREENEB—TEA ZC MuNiu #17 WdgM R B TR

The following will briefly describe the process of WdgM module configuration using ZC
MuNiu:

7.1 WdgM B2E &1t Introduction to WdgM Configuration

7.1.1 770 SE Y53%52451 ADDING SE MONITORING INSTANCES
B A WdgMMode 57 ] DURAN Alive B51248 5K A9 fx = 5061

You can add monitoring instances related to Alive monitoring through the WdgMMode
interface.

W+ wagm » ¥ WdgMCanfigset 0 % WdghModes 111 ¥ %* WdgMMade 0 b ¥* WdgMaliveSupervisions [1] ¥

i Name WdgMAIlve Supervisionid WagMExpectedAlvein
=0 =] WdgMARve Supervisiond 1] 4 a0

(5 WelgMDemEventParameterRiefs [0, 1]
v & WdgMMode [1.255]

C]

5: R4 SUPERVISION ENTITIES 2 & Fim =l 1
FIGURE 5: MUNIU SUPERVISION ENTITIES CONFIGURATION INTERFACE EXAMPLE1
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7.1.2 B2 & SE 3T = CONFIGURING SE PUNCH POINTS
ENNOEELFEETRE N RURIZ SEFT A,

Multiple SE punch points can be added under the corresponding monitoring instance

configuration page.

% workspace - Classic Designer - ZCMuNius.1.0
File Edit Navigate Project Model Form Editor Window Help

HR%S BEEE i~ G-

[ Configuration Editors. = O [ *Basic Editor 52

[text to fier.. |

[test o fiker. J 15 wdgm b ¥ wdgmconfigset b i 1 b L 4 i isions (01

Models ~

Base Services

Communication

« o« o«

e Linif ‘

Diagnostics

i LinNm
s LinsM

Index Name WdgMalive Supervisionid WdgMExpectedalivelndications
=0 =] WdgMAliveSupervisiond %] 0 Ho

v 8 WdgMConfigSet
&P WdgMDemEventParameterRefs [0.1]
v & WdgMMode [1.255]
~ 8 WdgMModed

& WdgMTrigger [0.255]

[ Basic Editor < ,

6: A4 CHECKPOINTS fic & 5 H <1l
FIGURE 6: MUNIU CHECKPOINTS CONFIGURATION INTERFACE EXAMPLE

H4h, 7E WdgMinternalTransition TUE H 0] UK BT R | B9 ITI0F, IXLLSRSCIRZ

BRI,

In addition, you can set the execution order of punch points in the

WdgMinternalTransition page as a way to implement the logic monitoring function.

‘text to filter...

 wdgm b4 0 b wd i itys 121 40 wd isedEntity 0 » 4+ ITransitions (31 ¥

Models ~

W fee %) |
B Mcu

Index Name

B Memlf

s Nm B0 =] WdgMinternalTransition... >J WdgMCheckpoint_0 51 WdgMCheckpoint_1

e M 1 =] WdgMinternalTransition... »J WdgMCheckpoint_1 5] WdgMCheckpoint_2
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FIGURE 7: MUNIU INTERNAL TRANSACTION CONFIGURATION INTERFACE EXAMPLE
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7.1.3 FhnSIEsSLf fRAS S HECE ADDING STATE PARAMETER CONFIGURATION
FOR MONITORING INSTANCES
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Under the WdgMAliveSupervision0O page, you can configure the relevant parameters
needed for Alive monitoring, such as the monitoring period, the limit of the number of
punches that can be tolerated, the monitoring target, and so on.
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FIGURE 8: MUNIU ALIVE SUPERVISON CONFIGURATION INTERFACE EXAMPLE

7.1.4 e B 58 GENERATING CONFIGURATION CODE
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WdgM related configuration code can be generated after all functions are configured.
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FIGURE 9: MUNIU CODE GENERATION CONFIGURATION INTERFACE EXAMPLE

7.2 RN A Areas of application
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The ZC MuNiu configuration tool provides a user-friendly HMI for ECU controller software
development. It supports the configuration of standard AUTOSAR basic software code modules
as well as the development of configuration interfaces for complex drivers. Currently, it is
mainly used in the following scenarios:
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FIGURE 10: MUNIU STANDARD PLATFORM BLOCK DIAGRAM
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» ZC MuNiu Basic Software Platform Standard AUTOSAR Module Configuration
» ZC MuNiu Basic Software Platform Complex Driver Module Configuration
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» Collaboration with chip companies to provide configuration tools for MCU MCALs
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